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Abstract
This paper argues that pedagogic efficacy of multimedia packages (interactive multimedia presentations) cannot be achieved by experimental research in the absence of a detailed pedagogical screenwriting framework. Following a summary of relevant literature, such a framework is offered, consisting of micro-level design guidelines. The guidelines are grounded in the author’s experience of producing multimedia packages at the UK Open University. They concentrate on achieving synergy between images, narration and key-word text. Their utility for practitioners is contrasted against typically rudimentary ‘design principles’ whose support is derived from experimental research of low ecological validity. Nevertheless, future research to further refine the guidelines is recommended so as to develop them into practicable design principles. Some of the guidelines promise an improvement in addressing cognitive load beyond that offered by Cognitive Load Theory.
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Introduction
This paper offers micro-level design guidelines for pedagogic harmony between sound, images and key-word text in multimedia packages (interactive multimedia presentations). These guidelines are compared with design recommendations in the research literature. It is argued that such recommendations have minimal value for practitioners because they are either rudimentary or imprecise and their support derives from laboratory experiments of low ecological validity (low applicability to real learning environments). To be of practical use, the research needs to derive from practicable micro-level design guidelines.
Van Merriënboer (2001) noted that little was known in educational multimedia about the optimal combination of audio or speech, screen text, and illustrations. In fact, some substantial papers did exist around that time, written by educational technologists at the UK Open University. However, these mainly addressed over-arching questions, such as how learners might cope without a fixed linear narrative (Laurillard, 1998; Laurillard et al, 2000). Other papers, by experimental researchers, addressed more specific issues, such as split-attention effects (Moreno & Mayer, 2000), but these were still insufficiently detailed – and the lack of detail persists in more recent work (Mayer, 2005; Spanjers, van Gog & van Merriënboer, 2010) as will be argued below.
Consequently, for the practitioner who is trying to design a pedagogically effective package, the literature is of little help. There appears to be no published comprehensive framework of micro-level design guidelines for optimal integration of images and spoken narration. This is despite the many investigations into audio-visual configurations in multimedia presentations. Some of these investigations are summarised below, exemplifying the mixed results.
Following this summary, the major part of this paper presents a framework of design guidelines for multimedia packages. These guidelines are in the form of practicable, specific pedagogic design guidelines, such as
the images need to precede the words when the images are mathematical expressions that are difficult to listen to unless they can be seen ….
The framework is derived from the practices of designers of multimedia packages at the UK Open University. The width and depth of the framework offers a substantial basis for future investigations – a set of design guidelines that can generate fruitful hypotheses.
The Literature Relating Visuals and Audio Commentary
Tabbers, Martens and Van Merriënboer (2001) report several studies in which multimedia presentations consisted of pictorial information and explanatory text. Many of these studies demonstrated the superiority of audio text (spoken commentary) over visual text (on-screen text). Learners in the audio condition spent less time in subsequent problem solving and attained higher test scores. The investigators attributed these results to the modality effect. This presupposes dual coding, whereby auditory and visual inputs can be processed simultaneously in working memory, thereby leaving extra capacity for the learning process.
Tabbers et al (ibid) presented diagrams plus audio commentary to one group. To a second group they replaced the audio with identical visual text, on screen for the same duration. They found that the audio group achieved higher learning scores. However, when two other groups spent as much time as they liked on the same materials, the superiority of the audio condition disappeared. The authors conclude that the purported modality effect of earlier studies might be accounted for in terms of lack of time rather than lack of memory resources.
Others have found that addition of audio need not be beneficial to learning. Beccue, Vila and Whitley (2001) added an audio component to an existing multimedia package. The audio was a conversational version of a printed lab manual that learners could read in advance. The improvement in learning scores was not statistically significant. Many learners said that the audio imposed a slower pace than they were used to. The authors theorized that the pace set by the audio might be helpful for slow learners and detrimental to fast learners 
Kalyuga (2000) observed a similar expertise reversal effect. He found that novices performed better with a diagram plus audio than with a diagram-only format, however the reverse was found for experienced learners. A plausible explanation is that the audio was redundant for experienced learners, yet they were forced to invest mental effort to listen. In terms of Cognitive Load Theory (Sweller, 1999, 2005a), this effort was an extraneous load, leaving insufficient mental resources to learn from the diagram. In contrast, the novices needed the extra information provided by the audio. 
This explanation is essentially the same as that by Kalyuga (2009), who reports several more cases of expertise reversal. It also accords with research into individual differences (Brünken, Plas and Leutner, 2003), which has found that a particular instructional design can cause extraneous load in one learner, yet in another learner will induce “germane” load (mental effort used to integrate the new information with prior knowledge), hence changing the effect of the instruction from hindering to enhancing knowledge construction. 
Moreno and Mayer (2000), when presenting an animation accompanied by either spoken narration or visual text, also found a strong split-attention effect, which they express as a Split-Attention Principle:
Learners learn better when the instructional material does not require them to split their attention between multiple sources of mutually referring information.
In their experiment, the two sources were visual text and animated diagrams.
In a refinement of these experiments, Tabbers, Martens and Van Merriënboer (2000) compared two strategies for decreasing cognitive load of multimedia instructions: preventing split-attention (preventing visual search by adding visual cues) or presenting text as audio (replacing screen text with audio commentary). They found that learners who received visual cues scored higher on reproduction tests. However, the modality effect was opposite to that expected, in that visual text resulted in higher scores than audio commentary. The authors advanced some speculative reasons for this reversal of previous findings:
Learners reported expending significantly greater mental effort in the visual text condition. This could have resulted in deeper processing and hence better learning. In terms of Cognitive Load Theory, the greater mental effort was “germane” to the task of integrating the new information with prior knowledge.
Learners could choose to replay the audio text segments (and to re-read the visual text). However, in both conditions, it is likely that learners had partly understood the texts on first listening (or first reading). Hence, in the visual text condition, learners who re-read the text could skip any text that they had already understood, whereas in the audio condition, learners who re-listened would be forced to process some redundant auditory information. (This can be characterised as an expertise reversal effect in the audio condition.)
These are reasonable conjectures for superior learning in the visual text condition. A third likely reason was the complexity of the task. Learners studied how to design a blueprint for training in complex skills, based on van Merriënboer’s Four Component Instructional Design model (van Merriënboer and Kester, 2005). The task is certainly complex. It necessitates self-paced, head-down, concentrated study of complicated diagrams and relationships (learners were allowed an hour to work through the multimedia learning task). As argued by Koumi (1994), such tasks cannot easily be supported by audio commentary, because this is a time-based (transient) medium. Instead, what’s needed is a static (printed) set of guidelines that learners can revisit repeatedly while they carry out intensive, self-paced study of the diagrams.
The above arguments may throw some light on the various conflicting results. However, there may be more fundamental reasons for the inconsistencies, as follows.
Hede (2002) notes that the conflicting results are not surprising, considering the myriad of contingent factors that have been shown to moderate multimedia effects, including:
nature of visual and audio input
cognitive engagement
cognitive overload
Regarding Hede’s second and third factors, Brünken et al (2003) report an interesting reversal effect. Researchers found, as expected, that cognitive load increases when task difficulty is successively increased. But eventually, when the task is too difficult, cognitive load becomes low again, indicating that severe cognitive overload induces cognitive disengagement.
Regarding Hede’s first factor, an optimal multimedia design would ensure harmony (even synergy) between visuals and narration. The cited experimental studies, in manipulating the format of a multimedia package, may have introduced debilitating distortions into a previously harmonious pedagogical design. If so, the inconsistent results might be artefacts of design distortions. Moreover, the experimenters cannot easily control for these distortions, because to date, there are no published micro-level design guidelines that focus on audio-visual harmony/synergy. This paper aims to provide such a framework.

The Provenance of the Design Framework
UK Open University multimedia packages are typically produced over several script conferences by a team of experienced teachers who know their target audience well. Hence, the ensuing learning material is based upon several lifetimes of teaching experience.
Successive script conferences build creative momentum in which the critical analysis becomes progressively deeper. Effectively, the team is carrying out a whole series of developmental re-evaluations, as thought-experiments, each member of the team repeatedly taking on the role of a hypothetical learner. In addition, many of these design teams include an educational technologist, who contributes research experience and knowledge of current learning theories. Over time, the team will have developed a tacit, intuitive design model.
This paper seeks to pull together these tacit design models and make them explicit, in the form of the framework below. This has also been successively refined through the author’s appraisal and co-authorship of UK Open University multimedia packages and those of other institutions. Critical comments regarding this Design Framework will be welcomed.

The Design Framework
A multimedia package might include video clips containing their own commentary. The screenwriting principles for designing video commentary are beyond the scope of this paper. Chapters 5 and 6 Koumi (2006) provide a framework of such principles.
However, when the rest of the multimedia package also contains an audio commentary, there are further screenwriting principles to consider. These principles/guidelines are summarised below. (For a fuller treatment of technical issues such as production and editing techniques, see Koumi, 2005.)
The guidelines are divided into eight categories:
Navigational guidance and learner control
Use of language
Layout of the screen
Relationship of screen text to audio commentary
The speaker should be like a personal tutor, at the learner’s shoulder
Visuals and narration should reinforce each other
Interactive elements
Educational narrative

The guidelines will be illustrated with screenshots taken mostly from the interactive multimedia package, Springs and Strings, for Unit 22 of the UK OU course, MST209, Mathematical Methods and Models.[footnoteRef:1] The package deals with the Wave Equation, whose solution gives the motion of a plucked string. Students compare this motion (the motion of the virtual string predicted by the equation) with that of real strings, including two musical instruments. And they carry out the comparison through frame-by-frame inspection of a video recording of the real string. This is shown in Figure 1, in which students can click on INCH FORWARD in order to see the movement of the real string, on the right, as it is plucked then released from the top point. They compare this with the motion of the virtual string on the left. (Like the virtual string, the shape of a vibrating plucked string is, surprisingly, composed of straight line segments, although some curvature does start to appear after half a cycle.) [1:  The multimedia packages for the whole course were distributed to students on a single DVD ROM.] 



Figure 1. Students compare the motion of the real string (right) with the motion predicted by the wave equation (left) for an ‘undamped’ string. 
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Navigational Guidance and Learner Control
1. Start with a Contents page from which learners can access the different sections, in whatever order they wish (Figure 2). 
[bookmark: _GoBack]Note that the Contents Page records the section being studied currently by the learner (YOU ARE HERE) and also where the learner has been, using a ‘smiley face’ icon. The page can be accessed during any segment by clicking on the MAP button (Figure 3).


Figure 2. Contents page of the multimedia package for Unit 22 of the UK OU course, MST 209. © Copyright The Open University 2013. All rights reserved

2. In each screen (each automated graphics build-up), it is useful to include an audio-bar that moves to indicate how far the audio file has progressed (Figure 3). Since the graphics build-up finishes before the end of the audio file, learners have a visual indication of the progress of the screen.


Figure 3. Half-way through #2.1 of Springs and Strings.
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3. Provide a PAUSE button and a NEXT button – the pace is then controlled by the learner (Figure 3, top left and bottom right respectively).
4. As noted by Taylor, Sumner and Law (1997), when learners are revisiting a screen, they do not always want to listen to the audio track. This can also be true of experienced learners visiting for the first time, as discussed by Beccue et al (2001) and Kalyuga (2000). It could also be true of busy colleagues who are formatively evaluating your design, as discussed in Koumi (2005). User choice of whether to hear the commentary can be achieved by including a SKIP button, with which learners can jump to the end of the current audio file. This would also skip past the graphics build-up, jumping straight to the full-screen graphics, as shown in the transition between Figure 3 and Figure 4.
[image: ]
Figure 4. Using the SKIP button in #2.1, jumping to the end of the graphics build-up.
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5. More generally, learners should be free to skip to any section/chapter of the package, in any order they wish (as seen in Figure 2). Such total freedom of random access gives students the flexibility to construct knowledge to their own recipes. They might thereby lose the narrative. However, the contents page tells them the teacher’s intended structure.

Use of Language
6. Long sentences should be avoided. They might exceed the listener’s memory span and they often contain conditional clauses, which are difficult to bear in mind.
7. Avoid using words that are difficult to say or to hear or to distinguish from other words. Such difficulties may not become apparent until the narrator tries to read the script. For example, wording that is difficult to say occurs when the last consonant of a word is the same as the first consonant of the next word. This happens twice in the phrase:
The last task of the seventh theme …
(And this is difficult to hear too)
In fact some narrators’ words are difficult to hear whatever the script, e.g. due to poor diction or a strong foreign accent. 
8. The narration is audio not print, so write conversational speech, to be spoken and listened to, not to be read. Here is one way to achieve this:
draft out the screens[footnoteRef:2] before writing a commentary script [2:  A screen is defined here as the on-screen image after the full graphics build-up, as in Figure 4 (not as the intermediate build-up shown in Figure 3). ] 

speak to this draft, in a conversational style, straight into a recorder
listen to the recording and transcribe it, then work on the transcript to improve it, but avoid reverting to a written style (read it out aloud again to make sure it is still comfortable to say and that it sounds conversational).

Layout of On-Screen Text
9. Learners cannot easily process dense visual layout while listening to commentary. In particular, concerning on-screen text, a rule of thumb is to use only 25% of normal print density (Figure 5).

[image: ]
Figure 5. Sparse text – 25% of normal print density
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10. Even when the layout is sparse, the standard technique is to develop a screen of text line by line. However, such piecemeal development of graphics may leave learners feeling blinkered. So, occasionally, you may feel it is appropriate to reveal two or three lines of text, allowing learners to choose whether or not to read ahead.

Relationship of Screen Text to Audio Commentary
11. The question arises – why include explanatory screen text at all? Could the audio commentary not suffice? One reason for succinct items of screen text (not much more than key words), is that these can serve as visual reference points, which anchor attention. They can also serve as visual mnemonics to prevent overloading auditory memory.
12. As Kalyuga (2000) reports, many multimedia packages with audio commentary present identical visual text simultaneously – a practise emulated by most of the comparison studies discussed earlier. However, literate learners can read faster than you can speak. Consequently, the asynchronous semantic processing of the two sources causes mutual interference. This can be avoided if the screen text is a judicious précis of the audio commentary, not a duplicate (sufficient text to enable subject matter experts to understand the content without listening to the narration – see guideline 4).
In fact, the semantic interference might well be preceded by phonological interference – in Baddeley’s (1992) conception of working memory, visual text is converted into a phonological code and processed in the same system as spoken text. Moreover, Inhoff, Connine, Eiter, Radach, & Heller (2004) report a preponderance of evidence that a visual word’s phonological representation is determined before its meaning is known.
These interference effects can be largely avoided if the screen text is a judicious key-word précis of the audio commentary, not a duplicate.
Often more important than the semantic and phonological interference is the splitting of visual attention. Reading the text takes up time that could be spent studying the diagram. If the diagram is changing, some of the changes could be missed. 
13. When the audio narration is précised by on-screen text, learners will search the text to track what they are hearing. If there is more than one line of text (as recommended in 10) this tracking could be difficult, which would disrupt learners’ understanding. Hence the on-screen précis of the narration should reproduce key words of the narration, and the narrator should speak these key words verbatim (and stress them[footnoteRef:3]) rather than paraphrasing them. [3:  The speaker would know which words to stress if they are typed in bold font in the script] 

Of course every rule has exceptions. Some paraphrasing is occasionally useful as a way of adding extra meaning. For example, if the narration says
The Help menu gives simple guidelines on how to use the software 
the screen text could read
User friendly help menu
14. Apart from the above key word recommendations, it is difficult to make hard and fast rules about how to phrase the screen text so that it helps rather than hinders the learning process – so that it anchors the audio commentary rather than interfering with it. There are many variables involved. One is the complexity of the diagrams, which could interfere with processing of visual text. Another factor is the complexity of the learning task itself.
Formative evaluation can help to make these judgements. Following evaluation by colleagues of the initial design, many further refinements can be made if a colleague adopts the role of the learner during rehearsal and recording of the audio commentary.
15. It is useful to include a transcript of the audio commentary that learners can access for each screen by clicking on a TRANSCRIPT button (Figure 5, top left). Then, for example, if learners are revising by skimming/browsing through the screens, they have immediate access to the whole commentary for each screen. In any case the transcript is essential for deaf learners.
16. However, you should design screens to be a full outline of the topic, sufficient for your busy colleagues to grasp without having to listen through the audio commentary. With such a design, few learners would need to access the transcript during their revision, because if the screens are sufficient for your expert colleagues, they should also be sufficient for most learners when they revise – because they have previously heard the explanatory narration. (This guideline is tentative – addressed further in the final Recommendations section.)
17. It may sometimes be impossible to make screens sparse enough to be followed during listening: the topic may need detailed printed information at certain points, or complex diagrams or both. But if a screen is unavoidably complicated, just tell learners to familiarize themselves with it before you comment on it – and have a continue button for them to click.
But avoid such dense screens as far as possible. If you need several such screens, then you have chosen the wrong medium. Some learning tasks are not well-served with a time-based medium, but instead need learner-paced reflection, as enabled by the print medium.
18. There are two places where you can include dense screen text without worrying about clashing with the listening. This is at the front of the multimedia package and at the end. That is, you can have a screen text introduction to the topic and a screen text summary.

The Speaker Should Be Like a Personal Tutor, at the Learner’s Shoulder
19. When recording, the speaker is not looking at the screen or even a copy of the screen, but rather reading the script. However the style of the audio should be as if each listener has a personal tutor looking over his or her shoulder at the same screen. The sensation that student and speaker are looking at the same thing is enhanced when the on-screen text reproduces the key words that are stressed by the narrator (as recommended in 13).
20. The production may have been a team effort, but in order to be personal, the speaker had better take sole credit as the individual author. That is, say ‘I’ rather than ‘we’. Also, address the listener (usually studying alone) directly as ‘you’, not as ‘some of you’. The impersonal phrases are replaced by personal words in the following example:
We have I have drawn an extra cloud in the diagram, in case some of you have not met this idea before …
21. Despite the narration being read from a script, it needs to sound like the spoken word (conversational speech) rather than the written word. One way of achieving this is described in guideline 8.

Visuals and Narration Should Reinforce Each Other
22. In many situations, the words should synchronise with the corresponding visuals, for example when the narration refers to parts of a diagram that are being successively highlighted (Figure 6).

[image: ]
Figure 6. As the narrator refers to each icon, it gets highlighted and flashes. At the point illustrated here, the narrator refers to the speakers (right), so these are simultaneously highlighted with a red outline which flashes. 
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This screen is interactive. Learners can change the Length, Tension and Mass of two strings, by clicking or dragging corresponding icons, then can listen to the resulting pitch by clicking on the speakers. 

22 (continued). However, there are many situations in which the words should precede or follow the corresponding visuals, as follows.
23. Presenting the image before the narration gives students a visual reference on which to anchor the points being made in the narration. Therefore, make teaching points about a visual when learners are looking at it, and not in a wordy introduction while they are looking at the previous visual. This applies particularly in mathematics - the images need to precede the words when the images are mathematical expressions that are difficult to listen to unless they can be seen. For example

24. However, there are occasions when the opposite applies - when the words should come first, in order to prepare the viewer for the pictures. For example, a multimedia package on Angular Momentum starts with the following narration and images.
‘In the next animation, concentrate on the arms of the spinning skater’ 
VIDEO CLIP STARTS WITH SKATER’S ARMS HELD WIDE, THEN PULLED IN. 
Figure 7 is a page from later in the package, in which screen shots from the video-clip are shown. (This is from Unit 27 of MST209, Rotating Bodies and Angular Momentum, in which learners model the shapes of parts of the skater’s body with spheres, cylinders and cubes).

[image: ]
Figure 7. Two screen shots from the video showing that the skater with arms held wide spins slower than with arms close to her body.
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25. Give learners enough time to digest the visuals. A notorious error in commencing the narration for a new screen is to position the words at the beginning of the audio file rather than preceding the words with a suitable pause, say 2 seconds.
26. A related point concerns the narration within a screen. When moving from one idea to the next, while still on the same screen, create a vertical gap in the spacing of the screen graphics and a matching pause in the spoken commentary. In other words, elucidate the syntax by using paragraph gaps for both images and narration. 
27. Indicate clearly where to look on the screen, either by a visual cue such as highlighting an item when it is mentioned (as in guideline 22) or by a verbal cue such as, notice the top of the diagram.

Interactive Elements
28. Whenever learners carry out an activity, they should be able to keep a record, inside the package, e.g. typing into a notepad, rather than on a scrap of paper, as exemplified in the Homer package described by Laurillard (1998). This serves to preserve the narrative that has been co-authored by the package and the learner.
29. The package should provide appropriate scaffolding for learner activities. For example, if a learner types an incorrect answer into a dialogue box, there should be an option to get one or more hints then try again, and eventually to be told the correct answer. If there is no “correct” answer (as in open questions), the package should still afford feedback, in the form of a model answer. Laurillard (1998) recommends withholding the model answer until the learner has made a sizeable attempt.
30. After learners carry out an activity and click NEXT, it is often useful if the subsequent audio refers to the activity, e.g.
the value of the average is what you need to use in the next exercise
This makes the package more personal, giving the feeling that there is a tutor standing behind the student’s shoulder.
31. You can overdo interactivity. Don’t insert interactivity just for the sake of it. Learners will not be happy if activities occur too frequently and are trivial rather than clearly useful.
32. Students’ self-confidence will increase (which will help their later accomplishments) through experiencing success, not at trivial activities but rather at challenging tasks. Driscoll (2000, p.329), suggests that the teacher (in our case the multimedia package) should give just enough assistance to perform tasks students are not quite capable of performing on their own. This might be done by offering stronger and stronger hints, so as to accommodate a range of student abilities.

Educational narrative – judiciously balance structured exposition by the teacher, against independent exploration by the learner
The efficacy of narrative structure has been proposed by many writers, such as Gudmundsdottir (1995), Gibson (1996), Laurillard (1998) and Laurillard et al (2000). The guidelines below are intended to structure each chapter of the narrative. They are treated only in outline, adapted from the principles for pedagogic video design in Koumi (2006).
33. Hook: (capture attention and sustain interest): e.g. capture attention with the unexpected; sustain interest by creating suspense.
34. Signpost: Clearly indicate where the chapter is going, what is happening next. Sometimes it is also useful to say why it is happening, and what to look out for.
35. Facilitate concentration: e.g. short pauses for contemplation, encourage prediction.
36. Encourage/enable constructive learning, e.g.
concretise: that is, relate to (hence activate) learners’ previous knowledge
support/scaffold the learner’s construction of knowledge; one method is described in guideline 29 (for learner activities, students get one or more hints); other techniques, concerning problem-solving, are recommended by Merrill (2002) and Van Merriënboer (2001).
show a worked example of a similar problem before learners solve the problem
begin with a simple half-way-there problem (The equation in Figure 1 ignores damping, so its prediction is inaccurate (the prediction problem is a ‘half-way there’ problem); later in the package, an improved equation, which incorporates damping, is shown to match the real string more closely)
divide the problem into sub-problems
pose a sequence of successively more difficult problems
37. Prime
During an early item, include a phrase, diagram, example, which seems to be part of the current story, whereas the surreptitious rationale is to facilitate comprehension of a later item (i.e. to prime the learner to grasp the later item). For example, a compound idea that needs digressions, can be presented as a single idea without digressions, so long as parts of it have been primed earlier. Koumi (2006, p.152-3) gives several examples.
38. Elucidate: moderate the pace, depth and breadth, maximise clarity.
Regarding pace, depth and breadth, do not overload learners with too fast a pace, or too much intellectual depth/complexity or too broad a coverage (too many teaching points in a single session). The appropriate pace, depth and breadth depends on the level and prior knowledge of the students.
Conversely, do not under-load learners by underestimating their intellectual sophistication. If pace, depth and breadth are too low, you will be failing to keep viewers stimulated and attentive and you will be risking an expertise reversal effect.
Then regarding clarity, design graphics to be unambiguous, uncluttered, evocative. Look for ways in which graphic representation can clarify a topic – using flow-charts, concept maps, colour & shape coding, highlighting, animation. But guard against over-detailed graphics.
39. Reinforce: e.g. give more than one example of a concept, use comparison and contrast, ensure synergy between commentary and images (e.g. as in guidelines 22 to 27).
40. Consolidation of learning could be achieved through learners solving end-of-chapter problems and referring to model answers.

The Mismatch Between Intuitive Practitioners and Experimental Researchers
Two types of research papers were outlined at the beginning of this paper. One type reported experimental studies of individual audio and visual variables. The other type, by UK Open University writers, were summative studies dealing primarily with macro-level design issues. How do these two sources relate to the above framework of micro-level design guidelines?
The Micro-level Guidelines in Relation to Summative, Macro-level Studies
The guidelines might serve to add flesh to the further development of the over-arching issues espoused in the macro-level papers by Laurillard, Taylor and others. In return, such issues need to be borne in mind for future development of design guidelines.
The Micro-level Guidelines in Relation to Experimental Studies
The guidelines derive from practitioners. They are more detailed than the principles afforded through the experimental studies described earlier. This discordance is natural. The variables that can be investigated using a scientifically acceptable experimental study are simpler than the complex integration of design guidelines that must be used by practitioners.
On the other hand, these design guidelines are intuitive and have not been studied scientifically. The framework of design guidelines is offered as a fledgling design theory for researchers to investigate the practitioners’ intuitions. It would be heartening if this paper could start an iterative process whereby researchers and practitioners collaborate to improve the design of interactive multimedia presentations.
Currently, there is no widespread collaboration between practitioners and researchers. On the one hand practitioners make limited use of evidence drawn from the literature to support teaching practices (Price and Kirkwood, 2013). On the other hand, the researchers who conducted the above experimental studies did not consider any comprehensive practices by well-respected practitioners but instead referred to a model of cognitive processing based on previous learning theories, the Cognitive Theory of Multimedia Learning (Moreno and Mayer, 2000). 
This model proposes that we process incoming visual and auditory information first via perceptual channels, then in working memory via dual visual and auditory channels of limited processing capacity, and finally that learning occurs through the integration of verbal and pictorial representations and prior knowledge in long term memory (Mayer, 2005, Chapter 3).
Based on this model, the authors proposed six principles of instructional multimedia design.
Split-Attention
Modality
Redundancy
Spatial Contiguity
Temporal Contiguity
Coherence
	These six principles have been repeatedly tested empirically (Mayer, 2005, 2010). However the research methodology and the constituents of the principles exemplify the mismatch between the research literature and the concerns of practitioners, as follows.
	The Split-Attention principle was discussed earlier (visual attention detrimentally split between screen text and corresponding diagrams). The principle is intuitively reasonable. Note however that it leads to the either/or recommendation that audio text is always superior to screen text. So there is no conception of a judicious combination of the two, as recommended in guidelines 11 to 13 – namely that screen text should be a judicious key-word précis of the narration, serving as a visual mnemonic and an anchor for the narration. This technique does leave open the danger of splitting visual attention, but with sparse screen text, switching of visual attention would be quick, which should minimise the danger.
The Modality principle asserts that
Learners learn better when the verbal information is presented auditorily as speech than visually as on-screen text both for concurrent and sequential presentations
	It was noted earlier that Tabbers et al (2000) reported a counterexample in the case of a complex task that required self-paced reflection of the on-screen text.
	Furthermore, note the surprising sequential condition, in addition to the usual concurrent presentation of explanatory text. Moreno and Mayer actually tested the effect of presenting the whole text before the whole animation and also after the whole animation (and found that audio text was superior in both conditions, as well as when presented concurrently).
	The purpose was to determine whether the superiority of audio text was a memory capacity effect (screen text and diagrams overloading visual working memory, as implied by the modality principle) rather than a split-attention effect (insufficient attention paid, in the concurrent presentation, to either or both visual components – screen-text and diagrams). The authors concluded that a memory-capacity effect was at least a contributing factor.
Tabbers in his PhD thesis (2002), convincingly contests this explanation, arguing that the split attention effect alone is sufficient to explain the superiority of audio text. That is, audio-text prevents split attention between verbal and pictorial information.
In a later paper, Mayer and Moreno (2003) seem essentially to have abandoned the distinction between the two explanations because they subsume the split attention principle within the modality principle, concluding that the solution for the split attention problem is ‘offloading’
the use of narrated animation represents a method for off-loading (or reassigning) some of the processing demands from the visual (processing) channel to the verbal channel (p.46)
Putting aside these theoretical niceties, the above extreme manipulation of the variables might possibly help to build a learning theory, but is of little immediate use to the practitioner. Of what use is it to know for sequential presentation that the auditory condition is superior to the visual? If an animation needs to be complemented by audio commentary (true in most cases), there is no point in delaying the commentary rather than synchronising it. No genuine practitioner would contemplate such a design because it would severely limit any synergy between commentary and diagrams.
Mind you, creating synergy between diagrams and synchronised audio commentary is not a trivial endeavour. A bad designer could accidentally fabricate a package in which the composition and pacing of the audio commentary actually clashed with the concurrent diagrams, hence interfering with learning. With such a disharmonious design, the dissonance might be reduced by separating the diagrams from the commentary – presenting diagrams and commentary sequentially rather than concurrently. The sequential package might still fail, but not quite as badly. 
Of course, such circumvention of disharmonious design is a frivolous scenario. Instead, the diligent practitioner must accept the challenge of creating synergy in a concurrent presentation. Techniques for achieving such synergy are described in guidelines 22 to 27.
A serious point can be derived from the above ‘bad designer’ scenario. The ‘design principles’ derived from multimedia research depend on the rejection of some multimedia treatments in favour of others. But how do we know whether the rejected treatments were well designed? If they were badly designed we cannot trust the derived ‘design principles’. Whatever design thinking they did employ for the rejected treatments might well be underdeveloped because the researchers were in the process of developing design guidelines through their research results. 

The Spatial Contiguity principle asserts that
Learners learn better when on-screen text and visual materials are physically integrated rather than separated
The guidelines proposed in this paper do not even address the issue of spatial contiguity because it is so rudimentary, as follows. 
In the experiment that supported spatial contiguity, the authors used text that duplicated the spoken commentary rather than being a judicious key-word précis, as recommended in guidelines 11 to 13. In the latter case, if a key word refers to a part of a diagram, it is patently obvious, a priori, that it should be placed near that part.
In any case, the spatial contiguity principle is rendered redundant by another finding from the experiment that supported it. It was also found that replacing the on-screen text by audio narration produced even better learning (hence re-confirming the modality principle). Therefore the recommendation would have to be that on-screen text should be deleted altogether, which would obviate the need for a Spatial Contiguity principle.

The Temporal Contiguity principle asserts that
Learners learn better when verbal and visual materials are temporally synchronized rather than separated in time.
This principle is again so rudimentary that it cannot help the practicing multimedia designer. In fact, the authors and others have demonstrated that the principle does not hold unless the temporal separation is considerable (e.g. when a large chunk of animation is preceded by the whole narration). Compare this principle with the above micro-level guidelines, e.g. guidelines 22 to 27, which exemplify the fine judgments of pacing and sequence that are made by the intuitive designer who gets inside the head of the learner. As mentioned in discussing the Modality Principle, why would such a self-respecting designer present a large chunk of narration before the images or vice versa?

The Redundancy Principle asserts that
Learners learn better from animation and narration than from animation, narration, and text if the visual information is presented simultaneously to the verbal information
This principle assumes that the text is identical, word for word, with the narration. This approach was rejected a priori by UK OU designers, who surmised that simultaneous reading and listening would be uncomfortable (guideline 12 elucidates this rationale). Instead, the concern of OU designers is the subtle issue of how succinct should be the text so that it anchors the narration (see 11 to 13) but does not interfere with it.
In a later work, Clark and Mayer (2003) in their chapter on the Modality Principle, do recommend the use of on-screen key words in descriptions of step-by-step processes (p.88). However, in their chapter on the Redundancy Principle (pp. 97-109), they return to their condemnation of on-screen (verbatim) text without mentioning any use of key words.

The Coherence principle asserts that
Learners learn better when extraneous material is excluded rather than included in multimedia explanations
This principle was supported in an experiment by Moreno and Mayer (ibid) in which learning was significantly worse when music was added to an animation with narration. This effect relates to one with a more evocative name, the seductive-augmentation effect – defined by Thalheimer (2004) as a negative effect on learning base material when the presentation is augmented by interesting but inessential text, sounds or visuals. In other words, the augmentation seduces the learner’s attention/processing away from the essential items. Thalheimer reviewed 24 research comparisons, 16 of which showed that adding interesting items hurt learning, 7 showed no difference and one showed a learning increment.
Intuitively we feel that making the presentation interesting is a good idea, because it engages the learner. But how does this jibe with the Thalheimer’s review? Here are two possibilities:
In the UK Open University, producers would normally spend hours choosing music that was appropriate to the mood of the story. Typically, even after sifting through printed descriptions of music tracks and discarding many choices, at least 80% of the considered tracks were judged to clash with the storyline. In any case, music was normally only played when there was a deliberate pause in the commentary, designed to allow viewers to reflect on the images. Moreover the music was low level, in the background of the actuality sound that was recorded synchronously with the images. It is clear that the above experimenters did not follow such stringent provisos, so it is not surprising that their music interfered with learning.
A second interpretation of the results, after Thalheimer, is speculative but intriguing. All 16 experiments showing a significant negative effect involved very short learning tasks, average 4 minutes. An interesting conjecture by Thalheimer is that for longer tasks, in which attention might flag, adding interesting elements to sustain attention might have a positive effect on balance. That is, if the seductive augmentations do indeed cause a learning decrement (say 20%), this may be the price we have to pay to keep learners attentive for longer periods. That is, if seductive augmentations really do distract, the negative effect may be more than compensated by their sustained-attention effect.
Consistent with this speculation, Muller, Lee and Sharma (2008) found that adding extra interest can mitigate the effects of the coherence principle. Students in an authentic learning environment viewed either a concise (7½ minute) multimedia presentation on stellar spectra or an extended version (10¾ minutes) which had extra information about black holes, galaxy collisions and dark matter. They found no significant difference in retention and transfer tests. 
An important related issue is the wider question of how to ameliorate the effects of contextual as well as design-engendered distractions. Koumi’s (2006) video design principles include techniques whereby learners can be desensitised from potential distractions (p. 152), e.g. by using a consistent style or conforming to currently conventional media grammar (p. 155) or by discouraging lingering thoughts about a previous item (p. 112), or by anchoring attention with key words of on-screen text (p. 170 and guideline 11 above) or by re-capturing a learner’s wandering attention with a shock item (p. 138) or by planning meticulously in order to ensure that all performers and props are in the right place, doing the right things and that the conditions are purposely restricted to exclude distractions such as extraneous noises, irrelevant objects or intrusive people (p. 43).
The above six principles advocated by Moreno and Mayer (2000) are all discussed again by Mayer (2005, Ch 11,12), Ayres and Sweller (2005), Low and Sweller (2005) and Sweller (2005b), in relation to reducing cognitive load. Mayer (2005, Ch 11,12,13) also adds five further design principles[footnoteRef:4]. The first four are listed below with a brief reference to the corresponding guidelines of this paper. The fifth, segmenting, is dealt with in more detail below. [4:  He discusses a sixth principle, image, concerning the effect of including the narrator’s image on screen (or that of cartoon avatar), but concludes that such inclusion produces little or no benefit.] 

Signalling: deeper learning when cues are inserted that direct learners to essential material – addressed by guideline 13 (speak and stress key words) and 34 (signposting). 
Pre-training: deeper learning when learners know the names and characteristics of the main concepts; this is essentially pre-familiarisation with aspects of the content – one of several techniques addressed by guideline 37, Priming [footnoteRef:5]. [5:  Priming is meant to occur early within a multimedia presentation, in order prepare learners for a later, complex topic. In contrast, Mayer’s pre-training occurs in a separate, preparatory presentation. However, since Mayer’s presentations are typically very short (e.g. 2 minutes) he is effectively designing a longer presentation in two short segments.] 

Voice: deeper learning when narrator speaks with a standard-accented human voice (rather than with a foreign accented or machine voice) – addressed by guideline 7 (compose a script so that words are not difficult to distinguish and use a native speaker) and guideline 21 (conversational narration sounding like the spoken word rather than the written word, achieved by recording an ad lib audio description of the images before drafting the final narration script).
Personalisation: deeper learning when the narrator speaks conversationally rather than formally – this idea is similar to guideline 20 (say ‘I’ rather than ‘we’ and ‘you’ rather than ‘some of you’), which is one of three guidelines in the category ‘The speaker should be like a personal tutor, at the learner’s shoulder’. Further social potency can be achieved by the other two guidelines of this category, guideline 19 (on-screen text reproducing the key words that are stressed by the narrator) and guideline 21 (narration sounding like the spoken word). Guideline 30 is also useful in this respect (after learners carry out an activity and click NEXT, the narrator mentions the activity, hence giving an impression of being at the learner’s shoulder).
For each of the four principles, it can be seen that the corresponding guidelines make wider-ranging and more specific recommendations, which are of greater utility for the practitioner. This point is exemplified in more detail regarding the fifth principle below.

The Segmenting principle (Mayer, 2005, p170) states that
People learn more deeply when a multimedia message is presented in user-paced segments rather than as a continuous unit
The principle of segmenting has surfaced in a lot of studies, from Mayer (2005, Chapter 11), Hasler, Kersten and Sweller (2007), Spanjers, van Gog & van Merrienboer, (2010) to Ibrahim (2012)[footnoteRef:6]. For example, Mayer (2005) reports positive results of such learner-pacing. In one version, the animation stopped after each segment until the learner clicked continue [footnoteRef:7]. In another version, the animation stopped until the learner clicked on a choice of questions in a list, and that question would be answered by the subsequent segment. [6:  Ibrahim modified a 32 minute BBC documentary on Insects (which incidentally was informational rather than instructional, targeting a general audience rather than students). His modifications involved: breaking the video into (five) smaller units (segmentation), cueing and summarizing the main information included in the video (signalling), and removing the non-essential information (weeding). The treatment group of undergraduate entomology students outperformed the control group on learning outcomes and reported lower learning difficulty.]  [7:  Mayer’s example was a 140 second animation, divided into 16 segments of about 10 seconds each. As Mayer himself notes, ‘having such small segments may distract and irritate some learners’ (p 180).] 

The technique of segmenting alleviates excessive breadth (guideline 38) by dividing a lesson with too many teaching points (an over-loaded lesson) into shorter lessons (segments). This is why it was adopted by the UK Open University more than two decades before the above researchers’ work. For example, segmentation was practiced in OU Course S325 Video 3, Recombinant DNA and Video 4, Microbiological techniques (1985) long before it was ‘proved’ to be effective by the above studies. Two years earlier, two Mathematics Summer School videos were produced and tested, one on Eigenvectors and one on Symmetries of the Octahedron (OU Course M203 Summer School Videos, 2003). 
But the UK OU’s early adoption is not the most important point. What is crucial is that in all such OU videos, knowledge-consolidation activities were included at the end of each segment – called Self-Assessment Questions (SAQs) at the UK OU – followed by feedback in the form of teachers’ suggested answers. In contrast, it is clear from the reviews of segmentation literature by Spanjers et al (2010) and Ibrahim (2012) that the recently researched segmented materials did not include SAQs.
Spanjers et al (2010) suggested further directions for research, none of which included adding SAQs, but focussed instead on how cognitive load was affected by different segmentation designs, mechanisms and learner characteristics.
Hence, the experimental evidence for the benefits of segmentation
came more than two decades after it was employed at the UK OU through collaborative deliberation of expert practitioners
the experiments failed to include the most obvious of learning enablement, namely interspersed quizzes with subsequent suggested answers.[footnoteRef:8] [8:  Interspersed quizzes would have been easy for Ibrahim (2012) to implement - his summary caption at the end of each segment must have answered some potential quiz questions that could have been asked of learners. This would have been a learner-active consolidation technique, in contrast to the purely transmissive technique of providing a summary.] 

It appears that the above researchers’ agendas are focussed on theory-building to such an extent as to ignore obvious practitioners’ techniques that improve learning.
One possible reason for segmenting without SAQs was so as to restrict investigation to only one variable at a time – a scientifically controlled experiment. OK, but the straightjacket of experimental correctness has precluded ecological validity – the most obvious facilitating technique (Self- Assessment Questions), applied by most practitioners, is disregarded. 

An Exception in the Research Literature on Segmentation
Evans C and Gibbons J (2007) merit some applause. They modified an animation by Mayer on a bicycle pump so as to include SAQs at the end of each segment (plus a simulation) and found considerable learning improvement.
Recommendations for Future Research and Design Development
All six principles recommended by Moreno and Mayer (2000) and further principles in Mayer (2005), such as Segmenting, are pitched at a rudimentary macro level that only skims the surface of the detailed design concerns of the practitioner.
A diligent search of the literature has failed to uncover any more practicable design principles. Admittedly, the existing literature could serve as a useful backdrop for the practitioner. However, value is more likely to be obtained in the reverse direction. Namely, before we try to derive design principles based on macro-level learning theories, and refine them through laboratory experimental studies, we would be better advised to start from experienced teachers’ intuitive, micro-level design guidelines, and progress in the opposite direction, namely,
micro-level design guidelines, as espoused above (a fledgling design theory)  experimental studies  refined theory/design principles  …
Each of the proposed design guidelines could generate research questions.
For example, regarding guideline 11 (succinct on-screen text) and guideline 13 (narrator stressing key-words), how precisely should the screen text be phrased, in relation to the audio commentary, so that it anchors the commentary rather than interfering with it?
	Regarding guideline 16 (screens outlining content), just how sparse should the screen text be? Should the screens by themselves (without the audio) be just barely comprehensible to a really top expert in the subject matter, or should they constitute a more substantial outline of the content?
Note that the above questions concern the nature of the visual text rather than whether it is present or absent. This illustrates the philosophical conflict between the experimental studies and the design guidelines in this paper. The guidelines aim to integrate narration and visuals in order to achieve optimum synergy between these two constituents. In contrast, the aforementioned experimental studies manipulate the two constituents separately, thereby compromising their synergy. A good media designer would re-script the narration if denied harmonious visuals and would re-draught the visuals if denied harmonious narration. The experimental studies described by Mayer (2005), trapped in the straightjacket of experimental correctness, could not countenance any such reconstruction of audio-visual synergy because this would have defeated their manipulation of the separate constituents.
Collaboration between researchers and practitioners would have a much increased chance of being productive if the investigations compared different ways of integrating images, narration and key-word text – different composite designs aimed at optimum audio-visual synergy – rather than trying to unpick the constituents and manipulate them separately. Of course this strategy would require far more work than the simple comparisons studied by the above researchers.
Guideline 37 (prime) and 38 (elucidate) Constitute a Critique of Cognitive Load Theory 
Guideline 38, could serve to refine Cognitive Load Theory, which is one of the theories that is meant to buttress the work of multimedia researchers (Mayer, 2005, Chapters 7-12). Guideline 38 aims to alleviate cognitive load in several different ways, as follows. 
	The three characteristics for which the guideline advocates moderation are, pace, intellectual depth/complexity and breadth. It would be advantageous to consider techniques for moderating these three characteristics separately.
	Mayer (2005) appears to conflate pace and complexity, when proposing that the pace of the presentation can result in essential cognitive load – excessive pace can overburden ‘the cognitive processing required to make sense out of the essential material’ (p.170). Mayer characterises this load as largely similar to intrinsic cognitive load (the load due to the natural complexity of the information, Sweller, 1999, 2005). However, Sweller’s characterisation of intrinsic load is in terms of element interactivity, which is not a question of pace but rather an aspect of intellectual depth/complexity.
	The third characteristic that should be moderated, breadth (number of teaching points), has been discussed earlier in relation to segmenting, which alleviates the cognitive load imposed by a lesson with too many teaching points by subdividing it into shorter lessons (segments).
	A fourth recommendation in guideline 38 is to maximise clarity (e.g. of graphics), guarding against vagueness but also avoiding too much detail.
	A fifth recommendation, priming, in guideline 37, also aims to alleviate cognitive load, through techniques of pre-familiarisation of potentially difficult segments.
	These five recommendations of guidelines 37 and 38 constitute five distinct methods for alleviating cognitive load. Research into these recommendations could be useful in refining the ideas of Cognitive Load Theory, which has come to be questioned recently. De Jong (2010) reviews some critical questions concerning conceptual clarity, methodological rigour and ecological validity, noting that
cognitive load theory is constructed in such a way that it is hard or even impossible to falsify…In particular, the fact that cognitive load is composed of three different elements that are ‘‘good’’ (germane), ‘‘bad’’ (extraneous), or just there (intrinsic) means that every outcome fits within the theory post-hoc. (p.125)
In fact Sweller himself (2010) has questioned the conceptual clarity of the three types of cognitive load, stating that
… germane cognitive load is purely a function of the working memory resources devoted to the interacting elements that determine intrinsic cognitive load... Germane cognitive load does not constitute an independent source of cognitive load. It merely refers to the working memory resources available to deal with the element interactivity associated with intrinsic cognitive load. (p.126)

The Difficulty of Informing Practice with Controlled Laboratory Experiments 
As noted earlier, the variables in a scientifically acceptable experimental study are simpler and narrower than the complex integration of design guidelines that must be used by practitioners (as exemplified in this paper). Researchers typically make laboratory comparisons of multimedia presentations that differ in a single treatment variable and that are much shorter and simpler than real-life learning packages, hence sacrificing ecological validity through being so restrictive.
The one more complex experimental study described above (Ibrahim, 2012) also largely failed to inform practitioners, in the opposite sense of being less restrictive. Ibrahim did not restrict to only one variable in his modification of the 32-minute Insect documentary but incorporated three interventions, signalling, weeding and segmentation. Hence he was more valid ecologically but could not say how much each of his interventions contributed to the positive effect. It is even conceivable that one of the interventions, say weeding, caused a decrement in learning, while the other two more than compensated, thereby resulting in an overall positive effect. More work would be needed to disentangle the composite effect.
Nevertheless, such more complex studies, comparing different composite ways of integrating images, narration and key-word text are more likely to advance pedagogic multimedia design than single variable investigations. 
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